We use a function f() to estimate the number, N, of M-mers that are within Hamming distance H of a substring of one of the K-mers recognized by our motif. This function is computed by the recursive algorithm described below:

Let d1, d2, …, dK be the number of bases allowed at positions 1, 2, …, K, respectively, of the motif; let M be the minimum of the lengths of the motif and of the known consensus; and let H be the Hamming distance (i.e., # of mismatches) between the known consensus and the closest M-mer recognized by the motif.  For convenience, we use the notation da:b to represent the list da, da+1, …, db for b>a, and set L(a,b) = b-a+1 to be the number of elements in the list.  Then we calculate our upper bound f(d1, d2, …, dK,M,H) as follows:

1. First of all, note that if M=K and H=0 then the number of M-mers recognized by the motif is simply the product of all of the d-values, i.e., 
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To simplify the description of the rest of the algorithm, note that in general for a substring of the motif, say from position a to position b, if M is the size of the substring, i.e., M= L(a,b) = b-a+1, then 
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2. Otherwise, if M<K then we need to sum over all the possible alignments of the known consensus to the motif.  Setting n = L(a,b)-M, we can write this sum as:
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3. Finally, we can upper bound the number of M-mers with one mismatch by using the f() function to upper bound the number of M-mers that exactly match the motif when one of the positions of the motif is replaced with the IUPUC symbol “N”,  i.e.,  
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Where 
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The above algorithm is not guaranteed to calculate N exactly because some of the M-mers will be double counted if they can align with the motif at more than one location. 
In the one example where there is more than one mismatch between our predicted motif and the known consensus, we calculate N by enumeration.  For RME1, when the known consensus contains a degenerate base, we assign a Hamming distance of one.  This is the greatest distance of any of the possibilities.  For ADR1, where only the first four bases of the consensus overlap with the motif, we set M = 4.
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