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Motif finding using RankMotif.  RankMotif is a probabilistic algorithm that uses greedy search to find degenerate consensus sequences that are over-represented in the promoters of high ranking ORFs in a ranked list.  These degenerate consensus sequences are taken as the motif model for the TF whose overexpression log ratios were used to rank the ORFs.  The input to RankMotif is a ranked list of ORFs and their associated promoter sequences.  For a single TF, RankMotif searches for the highest scoring degenerate consensus sequence, where the score s of a degenerate consensus sequence m is
where R is the sum of the ranks of all the ORFs whose promoters contain the degenerate consensus sequence; c is a pseudocount parameter set to 1 in this study; and N and M are the number of ORFs whose promoters do and do not contain, respectively, the degenerate consensus sequence.  The score s is derived from a probabilistic generative model of the rankings given the motif model m and the sequence promoters.  The terms, -Rlog(c+1) and g(N,M) comprise the log likelihood of the ranking given the motif model, and the last term h(m) is the log prior probability of m (minus a constant which does not depend upon m).  The function g(N,M) is given by
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where x = log(c+1)-log(2c+1), y=-log(2c+1), z=-log(2c), a=0.5N(N-1), and b=0.5M(M-1).  The log prior probability of m is
where nk is the number of allowed bases at position k in the degenerate consensus.  For example, if the k-th position contained an “A”, nk=1, if “W”, nk=2, and if “N”, nk=4.  To model a stress response that is shared by multiple overexpression experiments, we introduce a shared motif model m’ which is the same for all TFs.  This shared motif model represents the shared influence of the stress response on the ORF rankings in each overexpression experiment.  Incorporating the shared motif model, the new score of a individual model m is the maximum of the original score of m and the score calculated based on R being the sum of the ranks of all ORFs whose promoters contain either m, m’, or both; and N and M being the number of ORF promoters containing or not containing, respectively, either m, m’, or both.  We also assign a score to the shared motif model.  This score is the sum of the new scores of the individual motif models plus h(m’).

RankMotif iterates between updating the shared motif model given the current individual motif models, and updating the individual motif models given the current shared motif model.  Individual models are updated using a greedy search procedure that is seeded with the current model.  At each stage of the search, all motif models that differ from the current seed at one and only one position are scored.  If the highest scoring model scores higher than the current seed, the winning model becomes the new seed and the search continues.  On the other hand, if the current seed has the highest score then the search ends with the current seed as the output.
In addition to using the current model as an initial seed for the search, we also initialize the search using a “right-shift” degenerate consensus that is derived from the original by shifting its bases to the right by one position (i.e., the base at position k in the current model appears at position k+1 in the new model) and placing an “N” in the first position.  Similarly we also initialize the search with a “left-shift” model derived by shifting the bases in the original to the left by one position and placing an “N” in the last position.  The updated individual motif model is the one with the highest score among those output by the three greedy searches, i.e., those seeded with the current model, the “left-shift” model, and the “right-shift” model.  
The shared motif model is updated using the same search procedure as the individual models.
In the experiments described herein, we attempted to avoid some of the drawbacks of greedy search by maintaining and updating a set of suboptimal motif models for each TF and for the shared motif model.  Specifically, in each iteration of RankMotif, we updated 20 different motif models for each TF.  The scores of the shared motif models depended only upon the highest scoring model for each TF among the 20.  Similarly, we updated 20 different shared motif models, and the score of the individual motif models depended only upon the highest scoring shared model.  Note that occasionally an update of one of the suboptimal motif models would outscore the update of the previously highest scoring motif model, indicating that the greedy search procedure does not always converge to the globally optimal motif model.
We initialized RankMotif’s individual motif models using the 20 highest scoring non-degenerate consensus sequences for each TF.  The 20 shared motif models were the highest scoring non-degenerate consensus sequences given the initial individual motif models.  We ran RankMotif on three different sets of promoters for the ORFs.  One set consisted of the sense strands of the intragenic regions upstream of each ORF, the second set consisted of the antisense strands for these regions, and the third set contained both the sense and antisense strands.  The first two sets were included to allow for TFs that bound preferentially to either the major or minor grooves.  RankMotif was run for ten iterations for each of these three promoter sets.  The individual motif models reported were those that had the highest score among the RankMotif output for the three promoter sets.
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