A primer on data, SVM results, and hints on using Excel spreadsheets

All four of the data types (morphology scores, size profiles, drug sensitivities, and microarray data) resulted in a data table that is essentially in Excel spreadsheet form.  These are the “Original Datasets”.  For the microarray and cell-size data, which contain hundreds or thousands of measurements per mutant, the original measurements were “reduced” prior to running SVM.  The purpose of this is to avoid having the algorithm seize on a possibly trivial solution, which could arise by virtue of the fact that a large number of measurements have been made and they are somewhat noisy - e.g. a gene that, by simple coincidence, goes up slightly in all of the secretion mutants, and goes slightly down in most of the other mutants.  These are the “SVM inputs”.  The size data were reduced by Principle Components Analysis (PCA).  The microarray data were reduced by PCA, and in a second run were reduced by hand-selecting “clusters” of co-regulated genes and averaging the gene expression measurements within the clusters.

Two versions of the SVM inputs and outputs are provided.  One is for all 602 of the genes and one is restricted to the 215 mutants that were analyzed on microarrays.

SVM outputs a “discriminant value” which is a relative measure of confidence that the mutated gene is in the functional category in question.  The “SVM outputs” tables have been processed to make it easier for a human being to look at and interpret the discriminant values.  The columns are as follows:
Column header
example / what it means
Gene Name

YKL082C



This is the unique identifier for this gene.

GO category

ribosome biogenesis [GO:0007046]



This is a category this gene is predicted to be in by SVM, on the 

basis of the given data type.

label


unlabelled  
i.e. the gene currently carries no GO-BP annotations.
positive would be a gene that is in the category in question.
negative would be a gene is not in this category, although it is in other categories, according to SGD.
precision

0.682
Among characterized genes in this category, 68.2% of those with discriminant values equal or above the discriminant value for this gene would be true positives; the remainder would be false positives.  (note that each discriminant value is associated with the largest precision achieved by thresholding the data at any other discriminant value equal to or less than it.  Consequently the precision often slightly exceeds the value that would be derived from the entries in the # true positives and # false positives columns)
# true positives
13

The number of true positives at or at or above the discriminant value

# false positives
7
The number of false positives at or at or above the discriminant value

# positives in category
24




The total number of positives in this category that are in the 

data set in question

discriminant value

65




The number output by SVM for this gene in this category

(arbitrary units)

These tables are intended to be as small as possible and still include all the information and all the predictions.  You can make your own “database” by loading the file into Excel and using the “vlookup” feature (make a new column and enter “= vlookup()” then “fill down” – both are explained in the Excel help).  Tables of other gene properties (three-letter names, current annotations, etc.) can be downloaded from SGD.
The spreadsheets can be sorted on any column (in Excel, use “Data -> Sort”) so you can look at your favorite gene, category, etc.  Note that many of the GO-BP categories are overlapping, so the same gene may be predicted in several related categories, for example “ribosome biogenesis” and “rRNA processing” and “RNA processing” behave similarly, because the genes that are already in one these categories are often in the other categories as well.
Bear in mind that the larger categories may be easier for SVM to predict, since there are more examples that can be used to identify a pattern.  In addition, a prediction that has not only a high precision value, but also more than a handful of true-positives, would deserve higher confidence.  At the same time, however, it is the small categories that might be of greatest interest to biologists, which is why we have retained all of the categories.  There is an extensive literature on machine learning, which includes assigning P-values rather than precision values.  The ultimate test is to confirm the results with independent laboratory experimentation.

